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Abstract: To each partition function of cohomological field theory one can associate
an Hamiltonian integrable hierarchy of topological type. The Givental group acts on
such partition functions and consequently on the associated integrable hierarchies. We
consider the Hirota and Lax formulations of the deformation of the hierarchy of N copies
of KdV obtained by an infinitesimal action of the Givental group. By first deforming
the Hirota quadratic equations and then applying a fundamental lemma to express it in
terms of pseudo-differential operators, we show that such deformed hierarchy admits an
explicit Lax formulation. We then compare the deformed Hamiltonians obtained from
the Lax equations with the analogous formulas obtained in Buryak et al. (J Differ Geom
92:153–185, 2012), Buryak et al. (J Geom Phys 62:1639–1651, 2012) to find that they
agree. We finally comment on the possibility of extending the Hirota and Lax formulation
on the whole orbit of the Givental group action.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 816
1.1 CohFTs and hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . 816
1.2 Givental group action . . . . . . . . . . . . . . . . . . . . . . . . . . 816
1.3 Infinitesimal deformations of several copies of KdV . . . . . . . . . . 817
1.4 Organization of the paper . . . . . . . . . . . . . . . . . . . . . . . . 820

2. The KdV Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 820
2.1 From Lax to Hirota . . . . . . . . . . . . . . . . . . . . . . . . . . . 820
2.2 Hirota quadratic equations . . . . . . . . . . . . . . . . . . . . . . . 822
2.3 A fundamental Lemma . . . . . . . . . . . . . . . . . . . . . . . . . 823
2.4 From Hirota to Lax . . . . . . . . . . . . . . . . . . . . . . . . . . . 824
2.5 The residues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 825
2.6 Multiple copies of KdV . . . . . . . . . . . . . . . . . . . . . . . . . 826



816 G. Carlet, J. van de Leur, H. Posthuma, S. Shadrin

3. Givental–Lee Infinitesimal Deformations . . . . . . . . . . . . . . . . . . 827
3.1 Introduction to Givental’s twisted loop group action . . . . . . . . . . 828
3.2 R-deformation of vertex operators . . . . . . . . . . . . . . . . . . . 828
3.3 S-deformation of vertex operators . . . . . . . . . . . . . . . . . . . 829
3.4 Deformed Hirota equations . . . . . . . . . . . . . . . . . . . . . . . 830
3.5 Global Givental group action on vertex operators . . . . . . . . . . . 831

4. Deformations of the Sato–Wilson Equations . . . . . . . . . . . . . . . . 832
4.1 Equations for the deformed wave functions . . . . . . . . . . . . . . . 833
4.2 Consequences of the fundamental Lemma . . . . . . . . . . . . . . . 833
4.3 The Lax operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 834
4.4 The deformed Sato–Wilson equations . . . . . . . . . . . . . . . . . 834
4.5 An alternative form of the deformed Sato–Wilson equations . . . . . . 835
4.6 Explicit formulas for Qα,G and Qα,G P−1

α,G . . . . . . . . . . . . . . . 835
4.7 Explicit computation of S-deformations . . . . . . . . . . . . . . . . 837
4.8 Explicit computation of R-deformations . . . . . . . . . . . . . . . . 839

5. Comparison with Deformations in Hamiltonian Form . . . . . . . . . . . 841
5.1 The R-deformations . . . . . . . . . . . . . . . . . . . . . . . . . . . 841
5.2 The S-deformations . . . . . . . . . . . . . . . . . . . . . . . . . . . 848

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 848

1. Introduction

1.1. CohFTs and hierarchies. A cohomological field theory (CohFT) is a system of
factorizable forms on the moduli spaces of curves. It serves as an axiomatic setting that
captures essential algebraic structures behind Gromov–Witten theory. Meanwhile, there
are more examples of CohFTs, for example, coming from quantum singularity theory
in the sense of Fan–Jarvis–Ruan [6]. In genus 0 the notion of a CohFT is equivalent to
a solution of the WDVV equation and, under some extra assumptions, turns out to be
equivalent to the notion of (a formal germ of) a Frobenius manifold.

To an arbitrary CohFT one can associate a hierarchy of PDEs in (infinite-dimensional)
Hamiltonian form. It was first constructed by Dubrovin and Zhang [4] in the semi-simple
homogeneous case, and their construction gives, indeed, a bi-Hamiltonian hierarchy
based solely on genus 0 data with some extra assumptions on dispersive behavior of
the tau function. In a weaker form, this construction is revisited in the recent papers of
Buryak et al. [1,2], where a Hamiltonian hierarchy was constructed using topological
properties of the moduli spaces of curves in all genera.

In some special situations, related to singularity theory, there is an alternative con-
struction of integrable hierarchies due to Givental and Milanov [10]. They define a
hierarchy in terms of Hirota quadratic equations (HQEs), where the vertex operators are
defined in terms of the period integrals of the Lefschetz thimbles of the corresponding
singularity. Their constructions are always presented ad hoc, and we are interested in
understanding whether we can use their ideas in a wider range of examples. A sepa-
rate question is whether we can identify, in some explicit way, their HQEs with the
Hamiltonian equations of Dubrovin and Zhang.

1.2. Givental group action. The main tool used for the analysis of the integrable hier-
archies in both approaches is the Givental theory of the group action on cohomological
field theories. In the Hamiltonian formulation, we have a well-defined action on the
Hamiltonians, the Poisson bracket, and the equations of the hierarchy. The infinitesimal



Towards Lax for Topological Hierarchies 817

deformations that correspond to the action of the Lie algebra of the Givental group are
written down explicitly in [1,2].

In the case of HQEs of Givental and Milanov [10] (and also [14–16]), the situation
is a bit subtle. It is clear how to conjugate vertex operators with the elements of the
Givental group, and this is exactly what they do in order to prove that a particular formal
tau function satisfies the HQEs that they present. They specify an element of the Givental
group that takes the tau function of several copies of KdV to a particular tau function
that they consider. Then they conjugate the explicitly written vertex operators with this
element of the Givental group, and show that absence of singularities near the potentially
singular points is equivalent to the HQEs of (several copies of) the KdV hierarchy.

The problem is that this procedure doesn’t work in the opposite direction. If we take
the simplest vertex operators needed to present the KdV hierarchy in the form of the
HQEs and try to conjugate them with an element of the Givental group, we get some
series whose coefficients are divergent infinite sums.

1.3. Infinitesimal deformations of several copies of KdV. In this paper we perform a first
step towards the understanding of the connection between the two approaches mentioned
above: the action of the Givental group on HQEs of different hierarchies and the com-
parison of these hierarchies with Dubrovin–Zhang hierarchies known in Hamiltonian
form. Namely, we look at the infinitesimal deformations of several copies of the KdV
hierarchy.

The action of the Lie algebra of the Givental group on the HQEs of KdV is well-
defined, that is, it doesn’t lead to divergent infinite sums. We also have explicit formulas
for the action of the same Lie algebra on the Hamiltonian form of KdV. We translate
these two actions from different sides to the Lax formulation of KdV and identify them
modulo the ideal of KdV equations. Let us describe this result in some more detail.

Recall that the Hamiltonian form of N copies of the KdV hierarchy takes the form

∂uα
∂qβ,n

= ∂x�α,0;β,n(u, u(1), u(2), . . .), (1)

where α, β = 1, . . . , N , and qβ,n, n = 0, 1 . . . denote the times of the hierarchy. The
right hand side of the equation is determined by the partition function τ(x, �, q0, q1 . . .)

of the CohFT by the equation

�α,n;β,m := �
∂2 log τ

∂qα,n∂qβ,m
.

The construction given in [1] ensures that, starting from a general CohFT partition
function, and consequently from the�α,n;β,m(q) as functions of the times qβ,n , one can
define the flows as in (29), where the�α,n;β,m(u) appear now as differential polynomials
of some dependent variables uα .

It follows from the axioms of a CohFT that the function

uα(x, q) = �
∂2 log τ

∂qα,0∂q1,0
(q1,0 + x, q1, q2, . . .),

where 1 denotes the unit vector, is a solution of the hierarchy, called the topological
solution.

Deformations of such hierarchies defined by CohFTs are determined by the action
of the Givental–Lee Lie algebra on the �α,n;β,m . In [1,2] these are derived using the
well-defined action of the Givental group on topological τ -functions.
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On the other hand the Hirota quadratic equation of the KdV hierarchy is written as

Res
zα∈C

(λ− zα)
2p �α(q, λ− zα)τ (q)⊗ �α(q

′, zα − λ)τ(q ′) dλ = 0, p = 0, 1, . . . ,

where zα ∈ C, α = 1, . . . , N are n distinct points in the complex plane. Here �α(λ) =
�α,+(λ)�α,−(λ) is an explicitly defined vertex operator. This equation is interpreted as
follows: after changing variables qα,n = ξα,n + ηα,n, q ′

α,n = ξα,n − ηα,n , the expansion
in η has coefficients that are Laurent series in λ−1. The constraint in the equation above
that the odd negative powers should be zero, results in an infinite system of equations in
the partial derivatives of τ that are equivalent to the KdV hierarchy.

The vertex operator �α(λ) = exp f̂(λ) defining the HQEs for KdV is obtained by
quantization of a linear Hamiltonian f(λ) ∈ C

N [[z, z−1]]. Indeed this f defines a Hamil-
tonian on the symplectic loop space C

N ((z−1)) used in Givental’s loop group formalism
and therefore the Givental group acts naturally on such vertex operators by conjugation.
However, this action of the Givental group does not preserve the property of the KdV
vertex operator that in the expansion above the powers of λ are bounded from above.
Therefore, the conjugated vertex operators do not define meaningful HQEs.

We therefore consider the infinitesimal action of the Lie algebra of the Givental group,
which turns out to be well-defined. To compare these deformations to the Hamiltonian
ones, we consider the associated Sato–Wilson equations

∂Pα(
√

�∂)

∂qβ,n
Pα(

√
�∂)−1 = −δα,β an√

�

(
Pα(

√
�∂)(

√
�∂)2n+1 Pα(

√
�∂)−1

)
− ,

defined in terms of the formal pseudodifferential operator Pα(
√

�∂) = ∑m
n=−∞ aα,n(x)∂n

whose symbol is given by

Pα(x, q, λ) := �α,−(λ)τ (x, q)

τ (x, q)
.

In the Sato–Wilson equation above, an := 1/(2n+1)!! and (. . .)− means the principal part
of a pseudodifferential operator consisting of the negative powers in ∂ . The associated
Lax operator of the KdV equation is given by

Lα := Pα(
√

�∂)�∂2 Pα(
√

�∂)−1 = �∂2 + 2uα(x).

The Sato–Wilson equations for KdV are in Hamiltonian form with

�α,0;β,n = − Res
∂

(
∂Pα
∂qβ,n

P−1
α

)
.

Using the infinitesimal deformations of the vertex operator �α and of the τ -function, we
obtain the infinitesimal action of the Lie algebra of the Givental group of the pseudodif-
ferential operator P and the Lax operator L , written Pα,G and Lα,G . Using the formula
above, we can compare with the deformation formulas of [1,2]. Our results can be
summarized as follows:

Theorem. Let �α(q, λ) be the vertex operator defining the Hirota quadratic equations
of the KdV hierarchy.

(i) The infinitesimal action of the Lie algebra of the Givental group on the Hirota
quadratic equations is well-defined,
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(ii) the deformed Lax operator Lα,G has the form

Lα,G = Lα + (Lα,G)−,

i.e., the differential part (Lα,G)+ = �∂2 + uα(x) remains undeformed,
(iii) the deformed Sato–Wilson equation takes the form:

∂Pα,G
∂qβ,n

P−1
α,G + δαβ

an√
�

(
L

n+ 1
2

α,G

)

−

+ ε

(
∂Qα,G P−1

α,G

∂qβ,n
− δαβ

an√
�

[(
L

n+ 1
2

α

)

+
, Qα,G P−1

α,G

])

−
= 0 ,

(iv) these deformations coincide, modulo the ideal of KdV, with the infinitesimal defor-
mations of the Hamiltonian form in [1,2].

Of course, this is in some sense a very expected result, since we compare two hi-
erarchies of PDEs (two deformations of several copies of KdV) that have a common
solution, and, moreover, are constructed in terms of this common solution. However,
the comparative analysis of these two deformations turns out to be quite non-trivial, and
there is an actual difference since only one of these tangent actions integrates to a group
action.

We hope that our explicit computation can also give an idea of what kind of “renor-
malization” should be applied in order to have a well-defined action of the Givental
group on the Hirota quadratic formulation of the hierarchies.

The fact that the Hirota quadratic formulation of the integrable hierarchies does not
extend to arbitrary hierarchies associated to CohFTs is not very surprising from the point
of view of the usual theory of integrable equations. On one hand the Dubrovin–Zhang
[4] construction (and the weaker construction from CohFTs of [1,2]) produces families
of integrable hierarchies with good properties (bi-Hamiltonian structure, existence of
tau function) which depend on a large number of parameters (e.g., the charge d parame-
trizes the conformal 2-dimensional Frobenius manifolds and therefore the corresponding
Dubrovin–Zhang hierarchies with two dependent variables). On the other hand HQEs
are only known for a much smaller subset of explicitly known hierarchies, typically those
obtained as reductions of KP and 2D Toda type hierarchies. By “explicitly known” we
mean hierarchies which can be represented in Lax form, which is usually given in terms
of pseudo-differential or difference operators.

A natural question therefore arises: if it is possible to extend not only the Hirota,
but also the Lax formulation to more general families of integrable hierarchies, e.g.,
to CohFT hierarchies on the orbit of the Givental group action containing N -copies of
KdV.

Our results, while only concerned with the infinitesimal deformations, demonstrate
some progress in this direction and show several interesting features. First, we prove
that it is indeed possible to express the deformed equations in Lax (or, equivalently
Sato–Wilson) form using pseudo-differential operators. Second, while most examples
of integrable hierarchies for which the Lax formulation is known are written in terms of
a single Lax operator, our deformed equations feature N Lax operators. Third, while we
start by deforming second order differential operators of KdV type, the deformed oper-
ators are pseudo-differential operators where the non-trivial integral part is completely
determined by the differential part. This suggests to view the deformed Lax equations
as a sort of reduction of a deformation of multiple copies of the KP hierarchy.
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We expect that this approach will be very helpful in the construction of the Lax pairs
and HQEs formulations for at least some subclass of the Dubrovin–Zhang hierarchies.

1.4. Organization of the paper. In Sect. 2 we recall some basic facts about the KdV
hierarchy and its Lax and Hirota formulations. In particular we review in detail how
to recover, using a fundamental lemma, the Sato–Wilson and Lax equations from the
Hirota bilinear equations, first in the case of the single KdV hierarchy and then in the
case of n-copies of KdV. In Sect. 2 we compute the deformations of the vertex operators
induced by the infinitesimal Givental action of the twisted loop group. We also comment
on the possibility of computing the global Givental group action on the vertex operators.
Explicit formulas for the deformed Sato–Wilson and Lax equations are obtained in Sect. 4
by a careful application of the fundamental lemma to the deformed Hirota equations.
Finally, in Sect. 5, the deformation formulas for Hamiltonians, recovered as residues of
the Lax operators, are shown to coincide with those obtained in [1].

2. The KdV Hierarchy

We briefly recall some basic constructions in the theory of the KdV hierarchy using
the pseudo-differential operator formalism. First we sketch the definition of Lax, Sato–
Wilson and Hirota quadratic equations, omitting most proofs. Then we give a more
careful treatment of the derivation of Lax and Sato–Wilson equations from the Hirota
equations, since this will be required later.

For more details see, e.g., [3].

2.1. From Lax to Hirota. The KdV hierarchy is a sequence of commuting flows in Lax
form

∂L

∂qn
= an√

�

[(
Ln+ 1

2

)
+
, L
]
, n = 0, 1, 2, . . . (2)

on the space of Lax operators

L = �∂2 + 2u(x) with ∂ := ∂

∂x
. (3)

Here u(x)will be seen as a formal power series in
√

�, i.e. u(x;√
�) = u0(x)+u1(x)

√
�

+ · · ·
Note that a solution L = L(x, q) will be a function of x and of all the times of the

hierarchy q = (q0, q1, . . .).

The pseudo-differential operator L
1
2 is the square root of L (i.e. the unique operator

L
1
2 = √

�∂ + · · · such that (L
1
2 )2 = L) and is equal to

L
1
2 = √

�∂ +
u√
�
∂−1 − u′

2
√

�
∂−2

+
�u′′ − 2u2

4�3/2 ∂−3 − �u(3) − 12uu′

8�3/2 ∂−4

+
�

2u(4) − 28�uu′′ − 22�
(
u′)2 + 8u3

16�5/2
∂−5 + · · · . (4)

Given a pseudo-differential operator A, i.e. a Laurent series A = ∑m
n=−∞ an(x)∂n

for arbitrary m, we denote its differential part by A+ := ∑m
n=0 an(x)∂n , while A− :=

A − A+. The product of pseudo-differential operators is defined by
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∂k f (x) =
∞∑

l=0

(
k

l

)
∂k f

∂xk
∂k−l . (5)

By an, n = 0, 1, 2, . . ., we denote the constants

an = 1

(2n + 1)!! . (6)

The commutativity of the flows defined by the Lax Eq. (2) follows from the so-called
Zakharov–Shabat (or zero curvature) equations

√
�

ak

∂
(

L+
1
2

)
+

∂qk
−

√
�

a

∂
(

Lk+ 1
2

)
+

∂q
=
[(

Lk+ 1
2

)
+
,
(

L+
1
2

)
+

]
. (7)

Note that in this equation we can change all projectors (·)+ to −(·)−.
To a solution L to the Lax equations (2) one can associate a dressing operator, i.e. a

pseudo-differential operator of the form

P(
√

�∂) = P(x, q,
√

�∂) = 1 + p1(x, q)(
√

�∂)−1 + · · · (8)

such that

L = P(
√

�∂)�∂2 P(
√

�∂)−1 (9)

which satisfies the Sato–Wilson equations for the KdV hierarchy

∂P(
√

�∂)

∂qn
= − an√

�
(P(

√
�∂)(

√
�∂)2n+1 P(

√
�∂)−1)− P(

√
�∂). (10)

On the other hand a solution (8) to Sato–Wilson equations (10) which satisfies the
constraint

(P(
√

�∂)�∂2 P(
√

�∂)−1)− = 0 (11)

defines, through (9), a solution L to the KdV hierarchy.
Let us define the vertex operator � as

�(q, λ) = �+(q, λ)�−(q, λ) (12)

where

�−(q, λ) = exp

(
−√

�

∞∑
n=0

bnλ
−2n−1 ∂

∂qn

)
, (13)

�+(q, λ) = exp

(
1√
�

∞∑
n=0

anλ
2n+1qn

)
. (14)

Here, the constants bn are given by

bn := (2n − 1)!! n = 0, 1, . . . (15)
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The wave function is defined as

ψ(x, q, λ) = P(x, q, λ)�+(q, λ)e
xλ√

� . (16)

Note that here we have denoted by P(x, q, λ) the (right) symbol of the dressing opera-
tor (8)

P(λ) = P(x, q, λ) = 1 + p1(x, q)λ−1 + . . . . (17)

The wave function satisfies the following linear system

Lψ(x, q, λ) = λ2ψ(x, q, λ),

∂ψ(x, q, λ)

∂qn
= an√

�

(
Ln+ 1

2

)
+
(ψ(x, q, λ)) .

(18)

It is well known that the wave function also satisfies the following system of quadratic
equations

Res
λ
λ2pψ(x, q, λ)ψ(x ′, q ′,−λ) dλ = 0, p = 0, 1, 2, . . . , (19)

where Resλ
∑

i aiλ
i dλ = a−1.

The KdV hierarchy can also be expressed in terms of the tau function. In particular
one can prove that for any solution P to the the Sato–Wilson equations (10) there exists
a function τ = τ(x, q) such that

P(x, q, λ) = �−(q, λ)τ (x, q)

τ (x, q)
. (20)

Note that the tau function is uniquely determined by a solution of the Sato–Wilson
equation up to a multiplicative constant.

The wave function (16) is given in terms of the tau function by

ψ(x, q, λ) = �(q, λ)τ (x, q)

τ (x, q)
e

xλ√
� . (21)

It is obvious from the quadratic equations for the wave function (19) that the tau
function also satisfies similar quadratic equations, viz.,

Res
λ
λ2p(�(q, λ)τ (x, q)) (�(q ′,−λ)τ(x ′, q ′)) dλ = 0, p = 0, 1, 2, . . . . (22)

These are called Hirota quadratic equations for the tau function. We proceed to consider
them in more detail.

2.2. Hirota quadratic equations. The Hirota quadratic equations (HQEs) for the KdV
hierarchy can be written in compact form as

Res
λ
λ2p (�(λ)⊗ �(−λ)) (τ ⊗ τ) dλ = 0 p ≥ 0. (23)

The HQEs encode an infinite number of quadratic relations for the function τ and its
derivatives w.r.t. the variables q = (q0, q1, . . . ).
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We will assume that the function τ(q) is a formal power series in the variables q and,
in particular, that it is of the form

τ(q) = e�−1F(q;√�) (24)

for F(q;√
�) a formal power series in q and

√
�.

Equation (23) is interpreted as follows. After evaluating the two factors of the tensor
product in q and q ′, respectively, it is written as

Res
λ
λ2p (�(q, λ)τ (q))

(
�(q ′,−λ)τ(q ′)

)
dλ = 0, p = 0, 1, 2, . . . (25)

The vertex operator �(q, λ) has been defined in (12)–(14). Passing to the variables η, ξ
defined by

qn = ξn + ηn, q ′
n = ξn − ηn (26)

one rewrites the argument of the residue as λ2p multiplied by

e
2√
�

∑
n≥0 anλ

2n+1ηn e−√
�
∑

n≥0 bnλ
−2n−1 ∂

∂ηn τ(ξ + η)τ(ξ − η). (27)

This is a formal power series in the variables ηwith coefficients which are Laurent series
in λ−1, i.e., with upper bounded powers of λ. The HQEs (23) state that in each of these
Laurent series the terms with odd negative powers of λ are vanishing.

We can also express the Hirota equations in terms of regularity of the differential
1-form

(�(λ)⊗ �(−λ)− �(−λ)⊗ �(λ)) (τ ⊗ τ) dλ. (28)

We say that this 1-form is regular in λ if, after the change of variables and the expansion
in η as before, the resulting Laurent series have no polar part, i.e. they are polynomials
in λ. Since the averaging in (28) kills exactly the even terms, this is equivalent to the
vanishing of the odd negative powers of λ in (27). Hence τ(q) satisfies the Hirota
quadratic equations for KdV iff the 1-form (28) is regular.

2.3. A fundamental Lemma. To derive the Sato–Wilson equations from the HQEs we
need the following Fundamental Lemma which will also be important in Sect. 3.

Lemma 2.1 (Fundamental Lemma). Let P(x,
√

�∂) and Q(x,
√

�∂) be two pseudo-
differential operators. Then the equation

Res
λ

P(x, λ)e
xλ√

� Q(x ′,−λ)e− x ′λ√
� dλ = 0 (29)

is equivalent to
(

P(x,
√

�∂) · Q(x,
√

�∂)∗
)

− = 0. (30)

Here P(x, λ) denotes the right symbol of P(x,
√

�∂) and Q∗ is the formal adjoint
of Q, defined by (c(x)∂k)∗ = (−∂)k · c(x).

We give a short proof of this Lemma, along long the lines of [3] and [11].
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Proof. The proof is based on the following identity, which can be checked by direct
computation

Res
λ

P(x, λ)Q(x,−λ) dλ = √
� Res

∂
P(x,

√
�∂) · Q(x,

√
�∂)∗. (31)

Equation (30) is equivalent to

Res
∂

P(x,
√

�∂) · Q(x,
√

�∂)∗ · ∂k = 0 for each k ≥ 0 (32)

or, introducing an extra formal variable y, to the generating identity

Res
∂

P(x,
√

�∂) · Q(x,
√

�∂)∗ · e−y∂ = 0. (33)

Noting that

Q(x,
√

�∂)∗ · e−y∂ =
(

ey∂ · Q(x,
√

�∂)
)∗

(34)

=
(

Q(x + y,
√

�∂) · ey∂
)∗

(35)

and making use of Eq. (31), we can rewrite Eq. (33) as

Res
λ

P(x, λ)Q(x + y,−λ)e− yλ√
� dλ = 0. (36)

After a change of variable y = x ′ − x , this is exactly Eq. (29). 	


2.4. From Hirota to Lax. Let τ(q) be a solution to the Hirota quadratic equations (25).
Let us introduce a dependence on x (and x ′) by shifting q0 → q0 + x and q ′

0 → q ′
0 + x ′.

Denote τ(x, q) = τ(q0 + x, q1, . . . ) and

P(x, q, λ) = �−(q, λ)τ (x, q)

τ (x, q)
. (37)

Substituting in (25) and dividing by τ(x, q)τ (x ′, q ′) we obtain

Res
λ

(
λ2p�+(q, λ)P(x, q, λ)e

x√
�
λ
�+(q

′,−λ)P(x ′, q ′,−λ)e− x ′√
�
λ
)

dλ = 0. (38)

Using the Fundamental Lemma we rewrite the HQEs as the following bilinear equa-
tion involving pseudo-differential operators

(
P(x, q,

√
�∂)�+(q,

√
�∂) · �

p∂2p · �+(q
′,

√
�∂)∗ P(x, q ′,

√
�∂)∗

)
− = 0. (39)

Let us examine some consequences of this equation.
First, set p = 0 and q = q ′. Since �+(q,

√
�∂)∗ = �+(q,

√
�∂)−1, one finds

(
P(x, q,

√
�∂)P(x, q,

√
�∂)∗

)
− = 0. (40)
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This implies, together with the fact that, by the definition (37), P(x, q,
√

�∂) = 1 +(
P(x, q,

√
�∂)

)
−, that

P(x, q,
√

�∂)∗ = P(x, q,
√

�∂)−1. (41)

Second, for p = 1 and q = q ′ we have
(

P(x, q,
√

�∂)�∂2 P(x, q,
√

�∂)−1
)

− = 0. (42)

This implies that the pseudo-differential operator defined by

L = L(x, q,
√

�∂) := P(x, q,
√

�∂)�∂2 P(x, q,
√

�∂)−1 , (43)

is actually second order differential operator of the form

L = �∂2 + 2u(x, q). (44)

This gives immediately that

u = �
∂2 log τ

∂x∂q0
. (45)

Third, by differentiating Eq. (39) w.r.t. qn and setting q = q ′ (and p = 0), since

∂�+(q,
√

�∂)

∂qn
= an√

�
(
√

�∂)2n+1�+(q,
√

�∂), (46)

we obtain the Sato–Wilson equations

∂P(
√

�∂)

∂qn
P(

√
�∂)−1 = − an√

�

(
P(

√
�∂)(

√
�∂)2n+1 P(

√
�∂)−1

)
− . (47)

Here and in the following we omit explicit dependence on x, q when clear from the
context.

As explained before, the Lax equations (2) are an immediate consequence of the
Sato–Wilson equations. Summarizing, we have proved that a tau function τ(q) which
satisfies the HQEs defines a solution u(x, q) of the KdV hierarchy.

2.5. The residues. Here we collect some observations on the residues that will be needed
later. Taking the residue of (37) we find

Res
∂

P(
√

�∂) = −∂ log τ

∂q0
. (48)

If we use this together with the residue of the Sato–Wilson equation (47), we obtain

an√
�

Res
∂

Ln+ 1
2 = ∂2 log τ

∂q0∂qn
. (49)

Differentiating this equation w.r.t. qm we obtain

aman

�
Res
∂

[(
Lm+ 1

2

)
+
,
(

Ln+ 1
2

)
−

]
= ∂3 log τ

∂q0∂qm∂qn
. (50)

Note that, since the dependence of τ on x, q0 is only through q0 + x , we can always
replace the derivative w.r.t. q0 with the derivative w.r.t. x and vice-versa.
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2.6. Multiple copies of KdV. By definition, the tau function of N copies of the KdV
hierarchy is the product

τ(q) =
N∏
γ=1

τγ (qγ ) , (51)

where each τγ (qγ ) is a tau function of the KdV hierarchy, depending only on the variables
qγ = (qγ,0, qγ,1, qγ,2, . . .). We denote by q the totality of the variables qγ,n for γ =
1, . . . , N and n ≥ 0.

Since each of the factors τγ (qγ ) satisfies the HQEs of KdV (23) with respect to the
variables qγ , the tau function τ(q) satisfies the same N HQEs.

Let us express this system of HQEs as a single equation. Let the variables λα be the
local coordinates λ− zα near some points zα ∈ C, α = 1, . . . , N . The system of Hirota
quadratic equations can be written as

Res
λα
λ2p
α �α(λα)τ (q)⊗ �α(−λα)τ(q) dλ = 0 , (52)

where p ≥ 0 and α = 1, . . . , N . Recall that the tensor product means that we are
evaluating the two factors in two different sets of variables q and q ′. Here �α(λα) =
�α,+(λα)�α,−(λα), and

�α,−(λα) = exp

(
−√

�

∞∑
n=0

bnλ
−2n−1
α

∂

∂qα,n

)
,

�α,+(λα) = exp

(
1√
�

∞∑
n=0

anλ
2n+1
α qα,n

)
,

(53)

are the vertex operators of the KdV hierarchy, acting of the variables qα and evaluated
in the variables λα = λ− zα .

As before we can reformulate the Hirota equations for N copies of KdV as regularity
of the differential 1-form in λ

N∑
α=1

(�α(λα)⊗ �α(−λα)− �α(−λα)⊗ �α(λα)) (τ ⊗ τ) dλ (54)

where λα = λ − zα . Regularity in this case means that the Laurent series expansions
around each point zα ∈ C have no polar part. In other words, τ(q) satisfies the Hirota
quadratic equations for N copies of the KdV hierarchy iff (54) is holomorphic as a
function of λ ∈ C.

Let’s now obtain the Sato–Wilson and Lax equations from Hirota equations for N
copies of the KdV hierarchy. Let τ(q) be a solution of HQEs (52) of the form (24).

As in the case of a single copy of the KdV hierarchy we have first to introduce a
dependence of the space variable x in the Hirota equations by shifting qα,0 → qα,0 + x
for each α = 1, . . . , N .

Let

Pα(x, q, λ) = �α,−(λ)τ (x, q)

τ (x, q)
(55)

for α = 1, . . . , N .
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Substituting in the Hirota equations and applying the fundamental lemma we obtain
the following bilinear equations in terms of pseudo-differential operators
(

Pα(x, q,
√

�∂)�α,+(q,
√

�∂) · �
p∂2p · �α,+(q ′,

√
�∂)∗ Pα(x, q ′,

√
�∂)∗

)
− = 0

(56)

for α = 1, . . . , N .
Setting p = 1 and q = q ′ as before, we get the constraints

(
Pα(x, q,

√
�∂)�∂2 Pα(x, q,

√
�∂)−1

)
− = 0. (57)

It follows that the hierarchy is described by N Lax operators given by

Lα = Pα(x, q,
√

�∂)�∂2 Pα(x, q,
√

�∂)−1 = �∂2 + 2uα(x, q). (58)

The Sato–Wilson equations are obtained by differentiating (56) w.r.t. qβ,n and setting
q = q ′. Since�α,+(q,

√
�∂) depends only on the variables qα , we see that these equations

decouple, as expected:

∂Pα(
√

�∂)

∂qβ,n
Pα(

√
�∂)−1 = −δα,β an√

�

(
Pα(

√
�∂)(

√
�∂)2n+1 Pα(

√
�∂)−1

)
− . (59)

Hence the dressing operator Pα depends only on the variables qα , and this in turn implies
that the tau function factorizes as a product (51) of tau functions of the KdV hierarchy.

The Lax equations obviously also decouple

∂Lα
∂qβ,n

= δα,β
an√

�

[(
L2n+1
α

)
+
, Lα

]
. (60)

From (55) we get as before the following residue formulas

Res
∂

Pα(
√

�∂) = −∂ log τ

∂qα,0
(61)

and, using Sato–Wilson equations,

∂2 log τ

∂qα,0qβ,p
= δαβ

an√
�

Res
∂

L
n+ 1

2
α . (62)

Note that the factorization (51) of the tau function of multiple copies of KdV implies
that the functions defined by

�α,p;β,q(x, q) = �
∂2 log τ

∂qα,p∂qβ,q
(63)

are non-zero only for α = β.

3. Givental–Lee Infinitesimal Deformations

In this section, after recalling the basic constructions of the Givental group action on
tau functions, we compute the explicit expressions of the deformations of the vertex
operators and of the Hirota quadratic equations.
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3.1. Introduction to Givental’s twisted loop group action. Let V be an N dimensional
vector space equipped with a scalar product 〈 , 〉. Fix an orthonormal basis {eα}, α =
1, . . . , N and denote 1 = ∑N

α=1 eα .
The symplectic form

�( f, g) = Res
z

〈 f (−z), g(z)〉 dz, (64)

defined on the space V = V ((z−1)) of formal Laurent series in z−1 with values in V ,
allows to identify V with the cotangent bundle T ∗V+, thanks to the polarization V =
V+ ⊕V−, where V+ = V [z] and V− = z−1V [[z−1]] are Lagrangian subspaces of V . The
functions qα,k = �(eα(−z)−k−1, ·) and pα,k = �(·, eαzk), for α = 1, . . . , N , k ≥ 0,
define Darboux coordinates on V .

The loop group LGL(V ), given by GL(V )-valued formal functions of z, acts on V .
The elements of LGL(V )which preserve the symplectic form� define the twisted loop
group L(2)GL(V ). The associated Lie algebra L(2)End(V )—given by the infinitesimal
symplectic transformations of V—splits into two subalgebras

g± =
{

u(z) =
∑
k>0

uk z±k, ui ∈ End(V ), u(−z)t + u(z) = 0

}
, (65)

respectively called upper-triangular g+ and lower-triangular g−.
The symplectic transformations G(z) = eu(z) ∈ L(2)GL(V ) obtained by exponenti-

ating elements u(z) ∈ g± define the so-called upper-triangular, G+, and lower-triangular,
G−, subgroups of the twisted loop group. In the following we will typically denote by
R (resp. S) the elements of G+ (resp. G−).

We can associate to the elements of the twisted loop group some linear operators in
the variables qα,p by a quantization procedure which is performed in two steps.

First, the infinitesimal symplectic transformation of V associated with u ∈ g± is a
linear Hamiltonian vector field induced by the Hamiltonian Hu( f ) = 1

2�( f, u f ), f ∈
V . The Hamiltonian Hu can thus be written as a quadratic function in the Darboux
variables qα,k, pα,k .

Second, Hu can be quantized to give an operator û by the rule

qα,k �→ 1√
�

qα,k, pα,k �→ √
�

∂

∂qα,k
, (66)

with the usual ordering ambiguity fixed by

qα,p pβ,q �→ qα,p
∂

∂qβ,q
. (67)

The quantization of an element G = eu ∈ G± is defined by Ĝ = eû.
Further information on Givental group action can be found in [7,8,12,13,17].

3.2. R-deformation of vertex operators. Consider an element r = rz of the Lie algebra
g+ of the twisted loop group, for fixed  > 0. According to the quantization procedure
described above, the corresponding differential operator is given, up to multiplication
by (−1)−1, by

r̂ =
N∑

α,β=1

(r)αβ

⎛
⎝

∞∑
i=0

qα,i
∂

∂qβ,+i
+

�

2

∑
i+ j=−1

(−1)i+1 ∂2

∂qα,i∂qβ, j

⎞
⎠ , (68)
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where (r)αβ = (−1)+1(r)βα = 〈
eα, r(eβ)

〉
is the matrix associated to r ∈ End(V ).

Let R̂ = exp(εr̂).
The action of the group element R̂ on the vertex operators (and therefore the tangent

action by the Lie algebra element r̂) is given by

R̂�α R̂−1 = R̂�α,+ R̂−1 R̂�α,− R̂−1. (69)

A direct computation gives, up to an order ε2 correction,

R̂�α,−(λ)R̂−1 =�α,−(λ) exp

⎛
⎝ε

√
�

∑
β,n≥0

(r)αβbnλ
−2n−1 ∂

∂qβ,n+

⎞
⎠ ,

R̂�α,+(λ)R̂
−1 = exp

(
ε(r)ααdλ

2
)
�α,+(λ)

× exp

⎛
⎝ε(−1)−1

√
�

∑
β

(r)αβ

⎛
⎝∑

n≥
anqβ,n−λ2n+1

⎞
⎠
⎞
⎠

× exp

⎛
⎝ε

√
�

∑
β

(r)αβ

−1∑
n=0

(−1)n+1an
∂

∂qβ,−1−n
λ2n+1

⎞
⎠ ,

(70)

where

d = 1

2

∑
i+ j=−1

(−1) j+1ai a j =
{

0 if  even,

− a−1
2 if  odd.

(71)

To prove these identities observe that the vertex operators �α,±(λ) are of the form
exp f̂± for certain differential operators f̂±, which can be read off from (53). Up to O(ε2)

one has

R̂�α,±(λ)R̂−1 = eεr̂ef̂±e−εr̂ = ef̂±(1 + εe−f̂± r̂ef̂±)e−εr̂

= ef̂±(1 + εr̂ + εâ±)e−εr̂ = ef̂eεâ± = �α,±(λ)eεâ± (72)

where the operators â± are defined by

e−f̂± r̂ef̂± = r̂ + â± . (73)

Convention 3.1. From now on we will make all calculations up to an order ε2 correction.
The additive term O(ε2) will always be implicitly assumed.

3.3. S-deformation of vertex operators. Consider an element s = sz− of the Lie
algebra g−, for fixed  > 0, and its quantization

ŝ =
N∑

α,β=1

(s)αβ

⎛
⎝(−1)−1

∞∑
i=0

qα,i+
∂

∂qβ,i
+

1

2�

∑
i+ j=−1

(−1)i qα,i qβ, j

⎞
⎠ . (74)

Let Ŝ = exp(εŝ).
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Again, we define the action of the group element Ŝ (and therefore the tangent action
by the Lie algebra element ŝ) as

Ŝ�α Ŝ−1 = Ŝ�α,+ Ŝ−1 Ŝ�α,− Ŝ−1 . (75)

A direct computation gives

Ŝ�α,−(λ)Ŝ−1 = exp
(
ε(s)αα fλ

−2
)

× exp

⎛
⎝ ε√

�

∑
β

(s)αβ

−1∑
n=0

(−1)nbnλ
−2n−1qβ,−1−n

⎞
⎠�α,−(λ)

× exp

⎛
⎝ε

√
�

∑
β

(s)αβ
∑
n≥
(−1)−1bnλ

−2n−1 ∂

∂qβ,n−

⎞
⎠

Ŝ�α,+(λ)Ŝ
−1 =�α,+(λ)

× exp

⎛
⎝ ε√

�

∑
β,n≥0

(s)αβanλ
2n+1qβ,n+

⎞
⎠ ,

(76)

where

f = 1

2

∑
i+ j=−1

(−1)i+1bi b j =
{

0 if  even,

− b
2 if  odd.

(77)

3.4. Deformed Hirota equations. To deform the Hirota equations (52) we act on it with
the operator R̂ ⊗ R̂, obtaining

Res
λα
λ2p
α (R̂�α,+(λα)R̂

−1)(R̂�α,−(λα)R̂−1)R̂τ(q)

⊗(R̂�α,+(−λα)R̂−1)(R̂�α,−(−λα)R̂−1)R̂τ(q) dλα = 0. (78)

We then use the formulas for the R-deformations of the vertex operators computed in
the previous section.

We define Rα,+(λ) and Rα,−(λ) by

Rα,+(λ) := exp
(
ε(r)ααdλ

2
)

× exp

⎛
⎝ε(−1)−1

√
�

∑
β

(r)αβ

⎛
⎝∑

n≥
anλ

2n+1qβ,n−

⎞
⎠
⎞
⎠ ; (79)

Rα,−(λ) := exp

⎛
⎝ε

√
�

∑
β

(r)αβ

−1∑
n=0

(−1)n+1anλ
2n+1 ∂

∂qβ,−1−n

⎞
⎠

× exp

⎛
⎝ε

√
�

∑
β,n≥0

(r)αβbnλ
−2n−1 ∂

∂qβ,n+

⎞
⎠ . (80)
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Then the R-deformed Eq. (78) turns into

Res
λ
λ2p

(
Rα,+(λ)�α,+(λ)Rα,−(λ)�α,−(λ)R̂τ(q)

⊗ Rα,+(−λ)�α,+(−λ)Rα,−(−λ)�α,−(−λ)R̂τ(q)
)

dλ = 0. (81)

Here λ = λα and the equation holds up to O(ε2).
In a similar way, we define Sα,+(λ) and Sα,−(λ) by

Sα,+(λ) := exp
(
ε(s)αα fλ

−2
)

× exp

⎛
⎝ ε√

�

∑
β

(s)αβ

−1∑
n=0

(−1)nbnλ
−2n−1qβ,−1−n

⎞
⎠

× exp

⎛
⎝ ε√

�

∑
β,n≥0

(s)αβanλ
2n+1qβ,n+

⎞
⎠ ; (82)

Sα,−(λ) := exp

⎛
⎝ε

√
�

∑
β

(s)αβ
∑
n≥
(−1)−1bnλ

−2n−1 ∂

∂qβ,n−

⎞
⎠ . (83)

Then the S-deformed Hirota equations, obtained by acting with Ŝ ⊗ Ŝ on (52), turn into

Res
λ
λ2p

(
Sα,+(λ)�α,+(λ)Sα,−(λ)�α,−(λ)Ŝτ(q)

⊗ Sα,+(−λ)�α,+(−λ)Sα,−(−λ)�α,−(−λ)Ŝτ(q)
)

dλ = 0. (84)

Here again λ = λα and the equation holds up to O(ε2).

3.5. Global Givental group action on vertex operators. In the previous sections we have
computed the first order approximation of the action of the Givental group on vertex
operators, and considered the induced infinitesimal deformation of the Hirota equations.
In fact, the action of the Givental group can be worked out globally, as follows. First we
again write the vertex operator (53) as the quantization

�α = ef̂ := ef̂−ef̂+ ,

of the function

f(z) :=
∞∑

n=0

(
−bnλ

−2n−1
α eαzn − anλ

2n+1
α eα(−z)−n−1

)
, (85)

and f− resp. f+ denotes the negative resp. positive powers of z. According to [9, §7], we
have

Ref̂R−1 = eV (f2−)/2eR̂f,

where the first exponent is an (explicitly computable) constant, which, as we see from
(85) only depends on positive powers of λα . For R = exp(rz),  ≥ 0, one computes
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eR̂f = exp

(
1√
�

∞∑
n=0

Aα,nqα,n

)
exp

(
−√

�

∞∑
n=0

Bα,n
∂

∂qα,n

)
,

with

Aα,n =
∑
β

∞∑
k=0

(−1)k

k! ak+nλ
2(k+n)+1
β (rk

)αβ

Bα,n =
∑
β

∞∑
k=0

cn
k

k! λ
2(k−n)−1
β (rk

)αβ, cn
k =

{
bn−k k ≤ n

(−1)k−nak−n−1 k > n.

We see that the coefficients Aα,n and Bα,n are power series containing arbitrary positive
powers of λα . This fact destroys the property of the Hirota equations (23) that, after the
change of variables qn = ξn + ηn, q ′

n = ξn − ηn , the power series expansion in η has
coefficients that are Laurent series in λα . Now we have arbitrary formal power series,
and the Hirota equations therefore do not lead to a system of finite equations. It is this
divergence that forces us to only consider the first order approximations to the Givental
action, and look for a “renormalization” of the Hirota equations.

Similarly, the S-action can be worked out as (cf. [9, §5])

Sef̂S−1 = eW (f2
+)/2eŜf,

where eW (f2
+)/2 is a similar constant, which now only contains negative powers of λα .

With S = exp(sz−), we find

eŜf = exp

(
1√
�

∞∑
n=0

Aα,nqα,n

)
exp

(
−√

�

∞∑
n=0

Bα,n
∂

∂qα,n

)
,

where the coefficients are now given by

Aα,n =
∑
β

∞∑
k=0

cn
k

k! λ
2(n−k)+1
β (sk

)αβ, cn
k =

{
(−1)nbk−n−1 k > n

(−1)kan−k n ≤ k.

Bα,n =
∑
β

∞∑
k=0

bn+k

k! λ
−2(n+k)−1
β (sk

)αβ.

This time Aα,n and Bα,n are bounded above in powers of λα , and therefore, the Hirota

equations for Se f̂ S−1 still make sense because in the expansion of η, we still have power
series whose coefficients are Laurent series in λα . Therefore, in contrast to the R-action,
the S-action on the Hirota equations is indeed globally defined.

4. Deformations of the Sato–Wilson Equations

In this section we use the formulas of the previous section to obtain deformations of
the Sato–Wilson equations. We follow the procedure described in Sect. 2 for the KdV
hierarchy and multiple copies of the KdV hierarchy.
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4.1. Equations for the deformed wave functions. We first replace in both bilinear
Eqs. (81) and (84) the variables qα,0, for 1 ≤ α ≤ N , by qα,0 + x , so from now on
we assume that the tau functions also depend on the variable x . Next we divide Eq. (81)
by R̂τ(q)R̂τ(q ′) and the Eq. (84) by Ŝτ(q)Ŝτ(q ′). This gives the bilinear equation for
the deformed wave functions.

Let G be equal to R or S, depending on which element in the Givental group we are
considering. Introduce the notation

Pα,G(λ) := �α,−(λ)(Ĝτ(x, q))

Ĝτ(x, q)
, α = 1, . . . , N . (86)

We rewrite the bilinear identity (81) or (84) as follows

Res
λ
λ2pVα,G(x, q, λ)e

xλ√
� Vα,G(x

′, q ′,−λ)e −x ′λ√
� dλ = 0, (87)

p = 0, 1, 2, . . ., where

Vα,G(x, q, λ) = Gα,−(λ)(Pα,G(λ))
Gα,−(λ)(Ĝτ(x, q))

Ĝτ(x, q)
Gα,+(λ)�α,+(λ)e

εgα,G (x,λ)

(88)

and

gα,G(x, λ) =
⎧⎨
⎩
(−1)−1√

�

∑
β(r)αβaxλ2+1 if G = R,

(−1)−1√
�

∑
β(s)αβb−1xλ−2+1 if G = S.

(89)

4.2. Consequences of the fundamental Lemma. We now apply the Fundamental Lemma
to the bilinear identity (87). We obtain the following system of equations for pseudo-
differential operators

(
Vα,G(x, q,

√
�∂)�p∂2pVα,G(x, q ′,

√
�∂)∗

)
− = 0. (90)

In order to continue we write

Vα,G(x, q,
√

�∂) =
(

Pα,G(
√

�∂) + εQα,G(x, q,
√

�∂)
)
�α,+(

√
�∂). (91)

Clearly as before �α,+(
√

�∂)∗ = �α,+(
√

�∂)−1.
Note also that the deformed tau function Ĝτ does depend on ε, since Ĝ depends on

ε. However we will make a distinction between equations and possible tau function and
Pα,G that depends on ε.

Substitute (91) into (90); this gives for p = 0, 1, 2, . . . and q = q ′
((

Pα,G + εQα,G
)
�

p∂2p (P∗
α,G + εQ∗

α,G

))
− = 0 . (92)

Observe first that, by definition,
(

Pα,G(
√

�∂)Pα,G(
√

�∂)∗
)

+
= 1. Thus (92) for

p = 0 gives

εP∗
α,G = εP−1

α,G (93)



834 G. Carlet, J. van de Leur, H. Posthuma, S. Shadrin

(by this notation we mean that the identity holds at the zeroth order ε). Taking into
account also the first order in ε we get

P∗
α,G + εQ∗

α,G = P−1
α,G + εQ∗

α,G − εP−1
α,G

(
Qα,G P−1

α,G + Pα,G Q∗
α,G

)
−

= P−1
α,G

(
1 − εQα,G P−1

α,G + ε
(

Qα,G P−1
α,G + Pα,G Q∗

α,G

)
+

)
. (94)

4.3. The Lax operator. Define the deformed α-th Lax operator as

Lα,G := Pα,G�∂2 P−1
α,G = Lα +

(
Lα,G

)
− , (95)

where Lα denotes its differential part, which is necessarily of the form

Lα = �∂2 + 2uα(x, q, ε). (96)

We stress here that Lα , and uα , do depend on the deformation parameter ε, since they are
computed from the deformed tau function Ĝτ . As we already know, in the undeformed
case the negative part of the Lax operator vanishes, hence here it must be at least of order
ε. In other words εLα,G = εLα .

Now let’s compute how the constraints on the Lax operator look like at the first order
in ε. Equation (92) for p = 1 gives

(
Pα,G�∂2 P∗

α,G + εQα,G�∂2 P∗
α,G + εPα,G�∂2 Q∗

α,G

)
− = 0. (97)

Substituting here (94) we obtain
(

Lα,G − ε[Lα,G , Qα,G P−1
α,G ] + εLα,G(Qα,G P−1

α,G + Pα,G Q∗
α,G)+

)
− = 0 . (98)

Thus

Lα,G = Lα + ε[Lα, Qα,G P−1
α,G ]− . (99)

4.4. The deformed Sato–Wilson equations. In order to obtain the deformed Sato–Wilson
equations we differentiate the first component of the Hirota bilinear identity (90) w.r.t.
qβ,n and set p = 0, q = q ′,

0 =
((

∂Pα,G
∂qβ,n

+ ε
∂Qα,G

∂qβ,n
+ δαβ

an√
�

(
Pα,G + εQα,G

) (√
�∂
)2n+1

)

× (
P∗
α,G + εQ∗

α,G

))
−

=
((

∂Pα,G
∂qβ,n

+ ε
∂Qα,G

∂qβ,n
+ δαβ

an√
�

(
Pα,G + εQα,G

) (√
�∂
)2n+1

)
P−1
α,G

×
(

1 − ε
(

Qα,G P−1
α,G −

(
Qα,G P−1

α,G + Pα,G Q∗
α,G

)
+

)))
−
. (100)

Thus we see that at the leading order we have the usual Sato–Wilson equations for N
copies of the KdV hierarchy

∂Pα,G
∂qβ,n

P−1
α,G + δαβ

an√
�

(
L

n+ 1
2

α,G

)

−
= O(ε). (101)
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Using this we can rewrite Eq. (100) as

∂Pα,G
∂qβ,n

P−1
α,G + δαβ

an√
�

(
L

n+ 1
2

α,G

)

−

+ ε

(
∂Qα,G P−1

α,G

∂qβ,n
− δαβ

an√
�

[(
L

n+ 1
2

α

)

+
, Qα,G P−1

α,G

])

−
= 0, (102)

which is a deformation of the Sato–Wilson equations.
In principle one can use this Eq. (102) to obtain an expression, a Lax type equation,

for ∂Lα,G
∂qβ,n

.

4.5. An alternative form of the deformed Sato–Wilson equations. Later on it will be
convenient to use a different form of the deformed Sato–Wilson equations. We define

L̃α,G := Lα − ε[Lα, Qα,G P−1
α,G ]+ = Lα,G − ε[Lα, Qα,G P−1

α,G ] . (103)

Since the commutator on the right-hand side is not projected, it is easy to compute the
square root of L̃α,G , and consequently

(
L

n+ 1
2

α,G

)

−
=
(

L̃
n+ 1

2
α,G + ε[Ln+ 1

2
α , Qα,G P−1

α,G ]
)

−
. (104)

Substituting in the deformed Sato–Wilson equations (102), we rewrite them as

∂Pα,G
∂qα,p

P−1
α,G +

ap√
�

(
L̃

p+ 1
2

α,G

)

−

+ ε

(
∂Qα,G P−1

α,G

∂qα,p
+

ap√
�

[(
L

p+ 1
2

α

)

−
, Qα,G P−1

α,G

])

−
= 0 (105)

in the case α = β. Note that the main advantage of this formula is the different sign of
the projector appearing in the commutator.

If α �= β, we still have

∂Pα,G
∂qβ,p

P−1
α,G + ε

∂Qα,G P−1
α,G

∂qβ,p
= 0. (106)

4.6. Explicit formulas for Qα,G and Qα,G P−1
α,G. Now it is straightforward to check that

Qα,R = (r)ααdPα,R(
√

�∂)(
√

�∂)2

+
√

�(r)αα

−1∑
n=0

(−1)n+1an
∂Pα,R

∂qα,−1−n
(
√

�∂)2n+1

+
√

�(r)αα
∑
n≥0

bn
∂Pα,R
∂qα,n+

(
√

�∂)−2n−1
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+
(−1)−1

√
�

∑
β

(r)αβax Pα,R(
√

�∂)(
√

�∂)2+1

+
(−1)−1

√
�

∑
β

(r)αβ
∑
n≥

anqβ,n−Pα,R(
√

�∂)(
√

�∂)2n+1

+
√

�

∑
β

(r)αβ

−1∑
n=0

(−1)n+1an
∂ log τ

∂qβ,−1−n
Pα,R(

√
�∂)(

√
�∂)2n+1

+
√

�

∑
β

(r)αβ
∑
n≥0

bn
∂ log τ

∂qβ,+n
Pα,R(

√
�∂)(

√
�∂)−2n−1. (107)

This formula is obtained by identifying in (88) the O(ε) contributions after substitution
of (79), (80), and comparing with the definition (91) of Qα,R . One has to carefully take
into account the correct ordering of the operators by placing powers of λ on the right
before substituting λ with

√
�∂ .

Note that Qα,G enters the deformed Sato–Wilson equations in terms which are of
order at least ε. For this reason here we are proving these identities only up to O(ε).

Similarly we get

Qα,S = (s)αα fPα,S(
√

�∂)(
√

�∂)−2

+
√

�(s)αα
∑
n≥

bn
∂Pα,S
∂qα,n−

(
√

�∂)−2n−1

+
1√
�

∑
β

(s)αβ(−1)−1b−1x Pα,S(
√

�∂)(
√

�∂)−2+1

+
1√
�

∑
β

(s)αβ

−1∑
n=0

(−1)nbnqβ,−1−n Pα,S(
√

�∂)(
√

�∂)−2n−1

+
1√
�

∑
β

(s)αβ
∑
n≥0

anqβ,+n Pα,S(
√

�∂)(
√

�∂)2n+1

+
√

�

∑
β

(s)αβ(−1)−1
∑
n≥

bn
∂ log τ

∂qβ,n−
Pα,S(

√
�∂)(

√
�∂)−2n−1. (108)

Thus, multiplying on the right by P−1
α,G , we get

Qα,R P−1
α,R = (r)ααdLα,R

−(r)αα
−1∑
n=0

(−1)n+1ana−1−n

(
L
−n− 1

2
α,R

)

−
L

n+ 1
2

α,R

−(r)αα
∑
n≥0

bnan+

(
L

n++ 1
2

α,R

)

−
L

−n− 1
2

α,R
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+
(−1)−1

√
�

∑
β

(r)αβax L
+ 1

2
α,R

+
(−1)−1

√
�

∑
β

(r)αβ
∑
n≥

anqβ,n−L
n+ 1

2
α,R

+
√

�

∑
β

(r)αβ

−1∑
n=0

(−1)n+1an
∂ log τ

∂qβ,−1−n
L

n+ 1
2

α,R

+
√

�

∑
β

(r)αβ
∑
n≥0

bn
∂ log τ

∂qβ,+n
L

−n− 1
2

α,R (109)

and

Qα,S P−1
α,S = (s)αα fL−

α,S

−(s)αα
∑
n≥

bnan−
(

L
n−+ 1

2
α,S

)

−
L

−n− 1
2

α,S

+
1√
�

∑
β

(s)αβ(−1)−1b−1x L
−+ 1

2
α,S

+
1√
�

∑
β

(s)αβ

−1∑
n=0

(−1)nbnqβ,−1−n L
−n− 1

2
α,S

+
1√
�

∑
β

(s)αβ
∑
n≥0

anqβ,+n L
n+ 1

2
α,S

+
√

�

∑
β

(s)αβ(−1)−1
∑
n≥

bn
∂ log τ

∂qβ,n−
L

−n− 1
2

α,S . (110)

Since we are computing these identities up to terms O(ε), we may substitute everywhere
Lα,G with Lα .

4.7. Explicit computation of S-deformations. Let us introduce the deformed� functions

Ĝ�α,p;β,q := �
∂2 log Ĝτ

∂qα,p∂qβ,q
. (111)

As in the undeformed case we get from (86) that

Ĝ�α,0;β,p = − Res
∂

∂Pα,G
∂qβ,q

P−1
α,G . (112)

Now we proceed to substitute in this equation the deformed Sato–Wilson equations
and the explicit formulas for Qα,G P−1

α,G obtained above, hence obtaining deformation
formulas to be compared to those derived in the Hamiltonian approach in [1].

Let us begin with the S-deformations. In the following it is more convenient, from
a notational point of view, to consider a general element s = ∑

≥1 sz− of the lower

triangular Lie algebra (rather than fixing ). As before Ŝ = eεŝ.
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In the case α �= β we have from Eq. (106)

Ŝ�α,0;β,p
�

= ε Res
∂

∂Qα,S P−1
α,S

∂qβ,p

= ε√
�

(
(sp+1)αβ Res

∂
L

− 1
2

α +
p∑
=1

(s)αβap− Res
∂

L
p−+ 1

2
α

)

= ε

�

(
(sp+1)αβ +

p∑
=1

(s)αβ�α,0;α,p−

)
. (113)

Note that this expression has no constant term in ε, since in the case of several copies
of KdV the undeformed �α,0;β,p, α �= β is equal to zero.

Let α = β. Then Eq. (105) implies that

Ŝ�α,0;α,p
�

= ap√
�

Res
∂

L̃
p+ 1

2
α,S

+ ε Res
∂

(
∂Qα,S P−1

α,S

∂qα,p
+

ap√
�

[(
L

p+ 1
2

α

)

−
, Qα,S P−1

α,S

])
(114)

This expression requires some further computation.

Lemma 4.1. We have: ap
√

� Res∂ L̃
p+ 1

2
α,S = �α,0;α,p − ε(s1)α1�α,0;α,p−1.

Proof. The square root of L̃α,S is of the form

L̃
1
2
α,S = L

1
2
α + εY (115)

where Y is a pseudo-differential operator that solves the equation

Y L
1
2
α + L

1
2
αY = −[L , Qα,S P−1

α,S]+. (116)

It is clear from (110) that

− [Lα, Qα,S P−1
α,S]+ = − 1√

�

(
(s1)α1[Lα, x]L− 1

2
α

)

+
= −2(s1)α1, (117)

therefore, Y = −(s1)α1L
− 1

2
α . Hence we have

L̃
p+ 1

2
α,S = L

p+ 1
2

α − ε(2p + 1)(s1)α,1L
p− 1

2
α . (118)

Taking the residue of this expression and recalling that

�α,0;α,p
�

= ap√
�

Res
∂

L
p+ 1

2
α (119)

and that (2p + 1)ap = ap−1, the statement of the Lemma follows. 	

The second summand on the right hand side of Eq. (114) can be computed directly.

The Lax equations imply that at the first order in ε the operator

X �→ ∂X

∂qα,p
+

ap√
�

[(
L

p+ 1
2

α

)

−
, X

]
(120)
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vanishes when applied to any power of Lα . One can easily check that only a few sum-
mands in Eq. (110) can contribute to the residue, and a direct computation shows that

Res
∂

(
∂Qα,S P−1

α,S

∂qα,p
+

ap√
�

[(
L

p+ 1
2

α

)

−
, Qα,S P−1

α,S

])

= ε√
�

(
(sp+1)αα Res

∂
L

− 1
2

α +
p∑
=1

(s)ααap− Res
∂

L
p−+ 1

2
α

)

= ε

�

(
(sp+1)αα +

p∑
=1

(s)αα�α,0;α,p−

)
. (121)

Summarizing, for α = β we have

Ŝ�α,0;α,p = �α,0;α,p + ε

(
(sp+1)αα +

p∑
=1

(s)αα�α,0;α,p− − (s1)α1�α,0;α,p−1

)
.

(122)

4.8. Explicit computation of R-deformations. Let us now consider the deformation for-
mulas obtained by substituting the Sato–Wilson equations and the explicit formula for
Qα,R P−1

α,R in Eq. (112). Here we still consider r = rz for  fixed.
First we consider the case α �= β. Equation (106) implies that

R̂�α,0;β,p
�

= ε Res
∂

∂Qα,R P−1
α,R

∂qβ,p

= ε(r)αβ√
�

Res
∂

(
(−1)−1ap+L

p++ 1
2

α

+
−1∑
i=0

(−1)i+1ai�β,−1−i;β,p L
i+ 1

2
α +�β,;β,p L

− 1
2

α

)

= ε(r)αβ

�

(
(−1)−1�α,0;α,p+

+
−1∑
i=0

(−1)i+1�α,0;α,i�β,−1−i;β,p +�β,;β,p

)
. (123)

In the case α = β the residue of the Eq. (106) turns into

R̂�α,0;α,p
�

= ap√
�

Res
∂

(
L̃α,R

)p+ 1
2

+ε Res
∂

⎛
⎜⎝−(r)αα

−1∑
i=0

(−1)i+1ai ap

∂
(

L
p+ 1

2
α

)
−

∂qα,−i−1
L

i+ 1
2

α
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+
(−1)−1

�
(r)α1aap

[(
L

p+ 1
2

α

)
−, x

]
L
+ 1

2
α

+
1√
�
(r)ααap+L

p++ 1
2

α

+
1√
�
(r)αα

−1∑
i=0

(−1)i+1ai�α,−1−i;α,p L
i+ 1

2
α

+
∑
β

(r)αβ

−1∑
i=0

(−1)i+1ai ap

[(
L

p+ 1
2

α

)
−,

∂ log τ

∂qβ,−1−i

]
L

i+ 1
2

α

+
1√
�
(r)αα�α,;α,p L

− 1
2

α

⎞
⎟⎠ . (124)

This is a straightforward computation, one has just to use the zero-curvature Eq. (7).
As in Lemma 4.1, we need to compute the first residue on the right-hand side of (124).

The square root of L̃α,R is of the form L̃
1
2
α,R = L

1
2
α + εY where Y is a pseudo-differential

operator that solves the equation

Y L
1
2
α + L

1
2
αY = −[Lα, Qα,R P−1

α,R]+. (125)

Then, we have

ap

√
� Res

∂
L̃

p+ 1
2

α,R = �α,0;α,p + εap

√
� Res

∂
X (126)

where X = Y L p
α + L

1
2
αY L

p− 1
2

α + · · · + L p
αY .

Explicitly, Eq. (125) becomes

Y L
1
2
α + L

1
2
αY =

⎛
⎝(r)αα

−1∑
i=0

(−1)i+1ai a−1−i

[
Lα,

(
L
−i− 1

2
α

)

−

]
L

i+ 1
2

α

− (−1)−1

√
�

(r)α1a[Lα, x]L+
1
2

α

−√
�

∑
β

(r)αβ

−1∑
i=0

(−1)i+1ai

[
Lα,

∂ log τ

∂qβ,−1−i

]
L

i+ 1
2

α

−√
�

∑
β

(r)αβ

[
Lα,

∂ log τ

∂qβ,

]
L

− 1
2

α

⎞
⎠

+

. (127)

Surprisingly enough, this equation, whose solution we could reasonably expect to have
only implicitly, has an explicit solution. We give it below, in Lemma 5.2.
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5. Comparison with Deformations in Hamiltonian Form

In this section we recall the deformation formulas obtained in [1] in the Hamiltonian
approach and compare them with the formulas we have just obtained via deformation
of vertex operators.

5.1. The R-deformations. We begin with the deformation formula for the �α,p;β,q ob-
tained in [1, Thm. 7].

r̂z[u].�α,p;β,q = (r)
μ
α�μ,p+;β,q +�α,p;μ,q+(r)

μ
β

+
−1∑
i=0

(−1)i+1�α,p;μ,i (r)μν�ν,−1−i;β,q

−
∑
γ,n

∂�α,p;β,q
∂uγ,n

(
(r)

μ
γ ∂

n
x�μ,;1,0 + (n + 1)∂n

x�γ,0;μ,(r)μ1

+
−1∑
i=0

n−1∑
k=0

(
n

k

)
(−1)i+1∂k+1

x �γ,0;μ,i (r)μν∂n−k−1
x �ν,−1−i;1,0

+
−1∑
i=0

(−1)i+1∂n
x

(
�γ,0;μ,i (r)μν�ν,−1−i;1,0

))

+
�

2

∑
γ,n
ζ,m

∂2�α,p;β,q
∂uγ,n∂uζ,m

−1∑
i=0

(−1)i+1∂n+1
x �γ,0;μ,i (r)μν∂m+1

x �ν,−1−i;ζ,0.

(128)

In this formula, a subscript 1 means summing over all indices, e.g., �μ,;1,0 = ∑
ν

�μ,;ν,0, and the following sign convention of [5] is used for raising and lowering
indices

(r)
βα = (r)

α
β = (r)αβ. (129)

Recall that the symmetry properties of r are simply

(r)αβ = (−1)+1(r)βα. (130)

Since we are considering deformations of the tau function of multiple copies the KdV
hierarchy, we have that �α,p;β,q = 0 if α �= β.

Moreover it will be sufficient to consider only the case p = 0, since the deformations
of �α,0;β,q completely determine the Hamiltonian structure of the deformed hierarchy.

Taking into account these restrictions, the general formula (128), in the case α �= β,
reduces to

r̂z[u].�α,0;β,p = (−1)−1(r)αβ

(
�β,;β,p + (−1)−1�α,0;α,p+

+
−1∑
i=0

(−1)i+1�α,0;α,i�β,−1−i;β,p

)
, (131)
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while in the case α = β can be rewritten as

r̂z[u].�α,0;α,p = �

2
(r)αα

−1∑
i=0

(−1)i+1 ∂2�α,0;α,p
∂qα,i∂qα,−1−i

+(r)αα

(
�α,;α,p +�α,0;α,p++

−1∑
i=0

(−1)i+1�α,0;α,i�α,−1−i;α,p

)

+(−1)−1 O�α,0;α,p , (132)

where O is an operator defined as O = O1 + O2, where

O1 := −
∞∑

n=0

⎛
⎝∑

β

(r)αβ∂
n
x�β,;β,0 + (−1)−1(r)α1(n + 1)∂n

x�α,;α,0

+
∑
β

(r)αβ

−1∑
i=0

(−1)i+1
n∑

k=0

(
n + 1

k

)
∂k

x�α,i;α,0∂n−k
x �β,−1−i;β,0

⎞
⎠ ∂

∂uα,n
,

O2 := −
∞∑

n=0

(
�

2
(r)αα

−1∑
i=0

(−1)i+1∂n+1
x �α,0;α,i;α,−1−i

)
∂

∂uα,n
. (133)

We have denoted �α,p;β,q;γ,r = ∂
∂qγ,r

�α,p;β,q and used the identities

uα = �α,0;α,0,
∂uα,n
∂qα,i

= ∂n+1
x �α,i;α,0.

Theorem 5.1. These deformations coincide with the ones we obtain taking the residue
of the Sato–Wilson equation.

Proof. Observe that in the case α �= β the formulas given by Eqs. (131) and (123)
do coincide, up to multiplication by (−1)−1, which is exactly the sign we omitted
in Eq. (68). Therefore we only need to consider the case α = β, i.e. to show that
the complicated deformation formulas given, in the two approaches, by the Eqs. (124)
and (132), are equivalent.

First of all note that the second line in (132) can be written

(r)αα

(
�α,;α,p +�α,0;α,p+ +

−1∑
i=0

(−1)i+1�α,0;α,i�α,−1−i;α,p

)

= � Res
∂

(
1√
�
(r)ααap+L

p++ 1
2

α +
1√
�
(r)αα�α,;α,p L

− 1
2

α

+
1√
�
(r)αα

−1∑
i=0

(−1)i+1ai�α,−1−i;α,p L
i+ 1

2
α

)
, (134)

reproducing lines 4, 5 and 7 in (124).
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The operator O1 has a nontrivial commutator with ∂x given by

[O1, ∂x ] = −
⎛
⎝(−1)−1(r)α1

∂

∂qα,

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1�β,0;β,−1−i
∂

∂qα,i

⎞
⎠ , (135)

where we have used the identities

[ ∂

∂uα,p
, ∂x ] = ∂

∂uα,n−1
,

∂

∂qα,i
=
∑
n≥0

∂n+1
x �α,0;α,i

∂

∂uα,n
.

Recalling that

�α,0;α,p = √
�ap Res

∂
L

p+ 1
2

α , (136)

this implies that

O1(�α,0;α,p) = √
�ap Res

∂
[O1, L

p+ 1
2

α ]

= √
�ap Res

∂

(
[O1, L

1
2
α ]L p

α + L
1
2
α [O1, L

1
2
α ]L p− 1

2
α + · · · + L p

α [O1, L
1
2
α ]
)
.

(137)

Here [O1, L
p+ 1

2
α ] is a pseudo-differential operator in ∂x , whose coefficients are differ-

ential operators in ∂
∂qα,i

. When we take the residue of such an operator, we always mean

the coefficient of ∂−1
x , which does not contain the derivatives ∂

∂qα,i
, as one can easily

check.

To proceed, we want to replace [O1, L
p+ 1

2
α ] with a usual pseudo-differential operator,

whose coefficients are just functions. That is indeed possible by using the operator Y1
given by the formula

Y1 :=
[

O1, L
1
2
α

]
+

[
L

1
2
α , x

]
(−1)−1(r)α1

∂

∂qα,

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
1
2
α , �

∂ log τ

∂qβ,−1−i

]
∂

∂qα,i

−
[

L
1
2
α , x

]
(−1)−1(r)α1

a√
�

(
L
+ 1

2
α

)

+

−
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
1
2
α , �

∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+
. (138)

First, it follows from Eq. (135) that Y1 is a pseudo-differential operator. Indeed, the sum

of the commutators with ∂x (considered as a factor in L
1
2
α ) that emerge in the second and
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the third summands on the right hand side of Eq. (138) is equal, with an opposite sign,
to the commutator of O1 and ∂x given by Eq. (135). Second, from the Lax equation (2)
it follows that (137) can be rewritten as

√
�ap Res

∂

(
[O1, L

1
2
α ]L p

α + L
1
2
α [O1, L

1
2
α ]L p− 1

2
α + · · · + L p

α [O1, L
1
2
α ]
)

= √
�ap Res

∂

((
Y1L p

α + L
1
2
αY1L

p− 1
2

α + · · · + L p
αY1

)

+

[
L

p+ 1
2

α , x

]
(−1)−1(r)α1

a√
�

(
L
+ 1

2
α

)

+

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
p+ 1

2
α , �

∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+

⎞
⎠ . (139)

Observe that the last two lines give

√
�ap Res

∂

([
L

p+ 1
2

α , x

]
(−1)−1(r)α1

a√
�

(
L
+ 1

2
α

)

+

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
p+ 1

2
α , �

∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+

⎞
⎠

= √
�ap Res

∂

([(
L

p+ 1
2

α

)

−
, x

]
(−1)−1(r)α1

a√
�

(
L
+ 1

2
α

)

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[(

L
p+ 1

2
α

)

−
, �

∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)⎞
⎠ , (140)

so in this way we identify other two summands in Eq. (124).
The remaining terms of Eq. (132) can be rewritten in the following way:

�

2
(r)αα

−1∑
i=0

(−1)i+1 ∂2�α,0;α,p
∂qα,i∂qα,−1−i

+ O2�α,0;α,p

= √
�ap Res

∂

(
Y2 L p

α + L
1
2
αY2 L

p− 1
2

α + · · · + L p
αY2

+ �(r)αα

−1∑
i=0

(−1)i+1
∑

a+b+c=2p−1

(
L

1
2
α

)a
∂L

1
2
α

∂qα,i

(
L

1
2
α

)b
∂L

1
2
α

∂qα,i

(
L

1
2
α

)c
⎞
⎠ , (141)

where

Y2 := �

2
(r)αα

−1∑
i=0

(−1)i+1
∂2
(

L
1
2
α

)

∂qα,i∂qα,−1−i

[
−

∞∑
n=0

(
�

2
(r)αα

−1∑
i=0

(−1)i+1∂n+1
x �α,0;α,i;α,−1−i

)
∂

∂uα,n
, L

1
2
α

]
(142)
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Meanwhile, using the Lax equation (2), we see that the last term in (141) is

√
�ap Res

∂
�(r)αα

−1∑
i=0

(−1)i+1
∑

a+b+c=2p−1

(
L

1
2
α

)a
∂L

1
2
α

∂qα,i

(
L

1
2
α

)b
∂L

1
2
α

∂qα,i

(
L

1
2
α

)c

= √
�ap Res

∂

(
Y3L p

α + L
1
2
αY3L

p− 1
2

α + · · · + L p
αY3

)

−√
�ap Res

∂
�(r)αα

−1∑
i=0

(−1)i+1
∂

(
L

p+ 1
2

α

)

∂qα,i

a−1−i√
�

(
L
−i− 1

2
α

)

+
. (143)

The last line is equal to

− � Res
∂
(r)αα

−1∑
i=0

(−1)i+1ai ap

∂

(
L

p+ 1
2

α

)

−
∂qα,−i−1

L
i+ 1

2
α , (144)

which corresponds to the last summand in Eq. (124) that we haven’t yet reproduced, and
Y3 is given by the formula

Y3 := �(r)αα

−1∑
i=0

(−1)i+1
∂

(
L

1
2
α

)

∂qα,i

a−1−i√
�

(
L
−i− 1

2
α

)

+
. (145)

If we show that Y := Y1 + Y2 + Y3 solves (125) then the contribution from the terms
in (139), (141), (143) that we have not matched yet, i.e.

√
�ap Res

∂

(
Y L p

α + L
1
2
αY L

p− 1
2

α + · · · + L p
αY

)
(146)

gives exactly the deformation term of (126).
So, in order to complete the proof of the theorem, it is sufficient to show that Y :=

Y1 + Y2 + Y3 is a solution of the Eq. (125). This we do below, in Lemma 5.2. 	

Lemma 5.2. The pseudo-differential operator Y := Y1 + Y2 + Y3 solves Eq. (125).

Proof. First, observe that

L
1
2
αY1 + Y1L

1
2
α = [O1, Lα]

+ [Lα, x] (−1)−1(r)α1
∂

∂qα,
+

[
L

1
2
α , x

]
(−1)−1(r)α1

∂L
1
2
α

∂qα,

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

Lα, �
∂ log τ

∂qβ,−1−i

]
∂

∂qα,i

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
1
2
α , �

∂ log τ

∂qβ,−1−i

]
∂L

1
2
α

∂qα,i
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− [Lα, x] (−1)−1(r)α1
a√

�

(
L
+ 1

2
α

)

+

−
[

L
1
2
α , x

]
(−1)−1(r)α1

a√
�

[(
L
+ 1

2
α

)

+
, L

1
2
α

]

−
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

Lα, �
∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+

−
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

L
1
2
α , �

∂ log τ

∂qβ,−1−i

]
ai√
�

[(
L

i+ 1
2

α

)

+
, L

1
2
α

]
. (147)

Using the Lax equation (60) and the explicit formulas for O1 and Lα (Eqs. (133) and (58),
respectively), we can rewrite this as

L
1
2
αY1 + Y1L

1
2
α = [Lα, x] (−1)−1(r)α1

∂

∂qα,

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

Lα, �
∂ log τ

∂qβ,−1−i

]
∂

∂qα,i

− [Lα, x] (−1)−1(r)α1
a√

�

(
L
+ 1

2
α

)

+

−
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

Lα, �
∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+

−2 ·
⎛
⎝∑

β

(r)αβ�β,;β,0 + (−1)−1(r)α1�α,;α,0

+
∑
β

(r)αβ

−1∑
i=0

(−1)i+1�α,i;α,0�β,−1−i;β,0

⎞
⎠

−2�

(
(−1)−1(r)α1

∂

∂qα,

+
∑
β

(r)αβ

−1∑
i=1

(−1)i+1�β,0;β,−1−i
∂

∂qα,i

⎞
⎠ ∂x

−�

∑
β

(r)αβ

−1∑
i=1

(−1)i+1∂x�β,0;β,−1−i
∂

∂qα,i

= − [Lα, x] (−1)−1(r)α1
a√

�

(
L
+ 1

2
α

)

+

−
∑
β

(r)αβ

−1∑
i=1

(−1)i+1
[

Lα, �
∂ log τ

∂qβ,−1−i

]
ai√
�

(
L

i+ 1
2

α

)

+
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−2 ·
⎛
⎝∑

β

(r)αβ�β,;β,0 + (−1)−1(r)α1�α,;α,0

+
∑
β

(r)αβ

−1∑
i=0

(−1)i+1�α,i;α,0�β,−1−i;β,0

⎞
⎠ . (148)

In order to match this expression to the right hand side of the Eq. (125), we note that
(

a√
�
[Lα, x]L+

1
2

α

)

+
= 2�α,0;α, +

a√
�
[Lα, x]

(
L
+ 1

2
α

)

+
,

(
ai√
�

[
Lα,

�∂ log τ

∂qβ, j

]
L

i+ 1
2

α

)

+
= 2�α,i;α,0�β, j;β,0

+

[
Lα,

�∂ log τ

∂qβ, j

]
ai√
�

(
L

i+ 1
2

α

)

+
,

(√
�

[
Lα,

∂ log τ

∂qβ,

]
L

− 1
2

α

)

+
= 2�β,;β,0.

(149)

Then we observe that

L
1
2
α (Y2 + Y3) + (Y2 + Y3)L

1
2
α

= �

2
(r)αα

−1∑
i=0

(−1)i+1

⎛
⎜⎜⎝

∂2
(

L
1
2
α

)

∂qα,i∂qα,−1−i
L

1
2
α + L

1
2
α

∂2
(

L
1
2
α

)

∂qα,i∂qα,−1−i

⎞
⎟⎟⎠

−2

(
�

2
(r)αα

−1∑
i=0

(−1)i+1∂x�α,0;α,i;α,−1−i

)

+�(r)αα

−1∑
i=0

(−1)i+1
∂

(
L

1
2
α

)

∂qα,i

a−1−i√
�

[(
L
−i− 1

2
α

)

+
, L

1
2
α

]

+�(r)αα

−1∑
i=0

(−1)i+1 ∂Lα
∂qα,i

a−1−i√
�

(
L
−i− 1

2
α

)

+
. (150)

The sum of the first three summands on the right hand side of this equation is equal to
zero. The last summand is a differential operator, that is, has no negative part, and the
Lax equations imply that

�(r)αα

−1∑
i=0

(−1)i+1 ∂Lα
∂qα,i

a−1−i√
�

(
L
−i− 1

2
α

)

+

=
(
(r)αα

−1∑
i=0

(−1)i+1ai a−1−i

[
Lα,

(
L
−i− 1

2
α

)

−

]
L

i+ 1
2

α

)

+

, (151)

which is the only remaining summand on the right hand side of Eq. (125).
Thus we see that Y1 + Y2 + Y3 solves Eq. (125). 	
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5.2. The S-deformations. We recall the formula for the S-deformation of �α,p;β,q ob-
tained in [1, Thm. 9]:

∞∑
=1

ŝz−[u].�α,p;β,q =
∑

1≤≤p

(s)
μ
α�μ,p−;β,q +

∑
1≤≤q

�α,p;μ,q−(s)μβ

+ (−1)p(sp+q+1)αβ −
∑
γ

∂�α,p;β,q
∂uγ,0

(s1)γ,1. (152)

As before, indices are raised and lowered according to the rule (129).
In the special case of several copies of KdV, and for p = 0, this formula can be

simplified. Indeed, if α �= β, then

∞∑
=1

ŝz−[u].�α,0;β,p =
p∑
=1

(s)αβ�α,0;α,p− + (sp+1)αβ. (153)

In the case α = β, we have

∞∑
=1

ŝz−[u].�α,0;α,p =
p∑
=1

(s)αα�α,0;α,p− + (sp+1)αα

− (s1)α,1�α,0;α,p−1. (154)

Theorem 5.3. These deformations coincide with the ones we obtain taking the residue
of the Sato–Wilson equation.

Proof. Indeed, the right hand side of Eq. (153) is equal to the right hand side of Eq. (113).
From Lemma 4.1 and Eq. (121) it follows that the ε-term on the right hand side of
Eq. (114) multiplied by � is equal to the right hand side of Eq. (154). 	
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